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Education
2020 – Present [ Ph.D. Computer Science, York UniversityMulti-layer and Temporal Post-Hoc In-

terpretability for Deep Vision Models.
Supervisor: Dr. Kosta G. Derpanis

2018 – 2020 [ M.Sc. Computer Science, Ryerson University Deep Learning, Computer Vision.
Thesis title: An Evaluation of Modalities for Action Recognition.
Supervisors: Dr. Kosta G. Derpanis and Dr. Neil Bruce

2013 – 2017 [ B.A.Sc. Applied Mathematics and Engineering, Queens University
Capstone title: Region Tracking in an Image Sequence: Preventing Driver Inattention.
Awarded Keyser Award for best capstone project in discipline.

Selected Experience
2025 – Present [ Research Resident @ FAR AI - AI Safety and mechanistic interpretability research

with a focus on LLM persuasion capabilities.
2024 – 2025 [ Research Intern@Ubisoft La Forge - Conducting research on concept-controllable

diffusion models for text-to-human motion generation.
2023 – 2024 [ Research Intern @ Toyota Research Institute - Machine Learning Team (Los

Altos) - Conducted research with a focus on video concept-based interpretability for
robotic perception (published at CVPR 2024).

2021 – 2024 [ Technical Project Lead @Vector Institute - Lead team of industry data-scientists in
a computer vision project for multi-modal video understanding in collaboration with
Intact Insurance, RBC, and Thomson Reuters.

2020 – 2022 [ Lead Scientist in Residence @ NextAI - Lead technical consultant for AI-focused
startups. Provided support on the implementation of state-of-the-art deep learning
algorithms for various industry applications.

2020 – 2021 [ Organizing Chair @ OWCV - Co-founder and organizing chair of the Ontario
Workshop on Computer Vision, a student-focused workshop for computer vision re-
searchers in Ontario. OWCVWebsite.

2018 – 2024 [ Teaching Assistant - Marking, supervised course projects, lecture design for the fol-
lowing classes: Machine Learning, Reinforcement Learning, Computer Vision, Ad-
vanced Algorithms, Big Data.

2017 – 2018 [ Mechanical Engineer @ Morrison Hershfield - Analysis and design of mechanical
systems: controls, electrical, HVAC, hydro, fire protection.
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Awards and Achievements
2024 [ MITACs Accelerate York University x Ubisoft La Forge ($45,000 over one year). Accepted.
2023 [ NSERC CGS-D Scholarship York University, Toronto ($105,000 over three years). Accepted.
2021 [ Vector Post-Graduate Affiliate (PGA), Vector Institute, Toronto ($12,000). Affiliate status for

two year term. Accepted.
[ York Graduate Scholarship (YGS), York University, Toronto ($3,000). Entrance scholarship.

Accepted.
2020 [ Ontario Graduate Scholarship (OGS), Ryerson University ($15,000). Accepted.
2017 [ Keyser Award, Queen’s University ($1,000) - Best capstone project in Applied Mathematics and

Engineering discipline. Accepted.
2013 [ Queen’s Excellence Scholarship, Queen’s University ($8,000). Accepted.

Skills
Coding [ Python, Bash, MATLAB, LATEX.

Frameworks [ PyTorch, NumPy, AWS, TensorFlow.
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Skills (continued)
Communication [ Skilled at conveying technical concepts in a clear and engaging way.


